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Abstract:

Ecologists often rely on computer models as virtual laboratories to evaluate alternative theories, make predictions, perform scenario analysis, and to aid in decision-making. The application of ecological models can have real-world consequences that drive ecological theory development and science-based decision and policy-making, so it is imperative that the conclusions drawn from ecological models have a strong, credible quantitative basis. In particular it is important to establish whether any predicted change in a model output has ecological and statistical significance. Ecological models may include stochastic components, using probability distributions to represent some modeled processes. An individual run of a stochastic ecological model is a random draw from an infinitely large population, requiring replicate simulations to estimate the distribution of model outcomes. An important consideration is the number of Monte Carlo replicates necessary to draw useful conclusions from the model analysis. A simple framework is presented that borrows from well-understood techniques for experimental design, including confidence interval estimation and sample size power analysis. The desired precision of interval estimates for model prediction, or the minimum desired detectable effect size between scenarios, is established by the researcher in the context of the model objectives and the ecological system. The number of replicates required to achieve that level of precision or detectable effect is computed given an estimate of the variability in the model outcomes of interest. If the number of replicates is computationally prohibitive, then the expected precision or detectable effect for that sample size should be reported. An example is given for a stochastic model of fire spread integrated with an eco-hydrological model.
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1. Introduction

An ecological model is an abstraction of a real-world system that represents, using mathematical relationships, rules, and computer code, our best understanding of how that system functions. Even if an ecologist has no experience in developing mathematical models or writing computer code, they often use existing ecological models as virtual laboratories to evaluate alternative hypotheses, to inform experimental design, to make predictions for future states of a system, to perform scenario analysis, and to aid in decision-making for environmental and resource management. Models are increasingly used for purposes such as informing regulatory guidelines (National Research Council, 2007), for conservation and natural resource management (e.g., Fieberg and Ellner, 2001), and to predict ecological consequences of climate change (e.g., Keane et al., 2001). There is a corresponding need for defensible standards of model development, use, documentation, and interpretation of ecological model predictions (Grimm et al., 2006; Jakeman et al., 2006; Schmolke et al., 2010).

In general, ecological models are either deterministic or stochastic. For a deterministic model, replicate simulations with the same inputs and parameters give identical model predictions. In a stochastic model, probability distributions represent some modeled processes, such that replicate simulations with the same inputs and parameters give variable model predictions. In that manner stochastic simulations use probability structures to represent uncertainty in the modeled processes and input data, yielding distributions of model outputs rather than point estimates. For example, WMfire is a stochastic model of fire spread (Kennedy et al., 2017) coupled with a deterministic eco-hydrological model (RHESSys; Tague and Band 2004). With a randomly located ignition point, and spread governed by probability structures informed by the underlying landscape, replicate simulations on identical landscapes result in
variable fire areas. Across multiple WMFire simulations we then can describe a distribution of

fire occurrence rather than a single realization.

A consequence of implementing stochastic processes in an ecological model is that each

individual simulation is a single random draw from an infinitely large population of possible

outcomes. It follows that, regardless of the overarching model objective, a single run of a

stochastic model is insufficient to characterize a model prediction. Suppose a single realization

of WMFire estimated a mean 200 ha burned per year under baseline conditions, and a single

realization predicted a mean 350 ha burned per year under a scenario of reduced precipitation. It

is impossible to know whether the predicted change in mean area burned is a model response to

the change in climate or if it would be expected under the random variability of WMFire.

Commonly we take a Monte Carlo approach, where for a given scenario multiple

independent model replicates are simulated (N), giving a distribution of model predictions. In the

above toy example, instead of single run we might perform 100 replicate simulations in each

scenario (baseline, reduced precipitation) and obtain a mean value of 200 ha with a standard

error of 10 ha for the baseline condition, and a mean value of 350 ha with a standard error of 15

ha for the reduced precipitation condition. In this case, given the documented variability in

WMFire predictions of mean area burned per year we can conclude that WMFire predicts

increased area burned with reduced precipitation. This leads inevitably to the question: how

many Monte Carlo replicate simulations do I need to satisfy my modeling objectives? For

example, Kennedy et al. (2017) use 500 replicate WMFire simulations to assess the model of fire

spread against expected fire regimes at two different watersheds.

The choice of Kennedy et al. (2017) to use 500 Monte Carlo replicate simulations

without evaluation of the underlying stochastic model variability is an example of a common *ad*
hoc approach: choose an arbitrarily large (sensu Byrne 2013) number of replicate simulations, without an accompanying quantitative justification. A brief survey of recently published modeling studies (Appendix A) illustrates that this is the most common technique (Fig A.1).

Alternatively, under severe computational constraints, we simulate as many replicates as possible without quantifying the uncertainty associated with a small sample size. Adapting the statistical principles of experimental design to stochastic ecological modeling may provide a more robust alternative to the current ad hoc approaches.

When considering the number of replicate Monte Carlo simulations, we are concerned with both estimation of mean model outputs, as well as the effect size when comparing some modeling scenario to a baseline. As with empirical studies with large sample sizes, the more Monte Carlo replicates are produced the smaller is the effect size that can be detected statistically. The fewer the number of Monte Carlo replicates the more difficult it is to distinguish actual predicted effects from random variability, an issue if the model is computationally intensive. When planning a modeling study using a stochastic ecological model, we need to determine the number of Monte Carlo replicates necessary to conclude if the mean system state is predicted to change in a way that is both meaningful (the change in mean has practical effect on the system) and significant (the change in mean is different than zero, relative to the standard error). To answer the question of how many replicate simulations, we can expand the idea of applying a design of experiments approach for modeling studies (Lorscheid et al., 2012).

The objective here is to suggest an alternative to the ad hoc approach in determining the number of replicate simulations of a stochastic ecological model. To that end a general framework is presented (Fig. 1) for a thoughtful quantitative analysis of the number of
simulations necessary to achieve a pre-specified level of precision in stochastic model outputs, and to use that in study development. When presenting a modeling study, the reporting of mean model estimates, the variability in model estimates, and the distribution of model estimates should all be standard practice. The application of this framework is illustrated with an example using WMFire to compare fuel loading and moisture condition scenarios.

2. Methods

2.1. WMFire description

WMFire is a stochastic model of fire spread (Kennedy et al., 2017) coupled with a deterministic eco-hydrological model (RHESSys; Tague and Band 2004). The overarching objective of the coupled model is to predict and understand fire and watershed dynamics under climate change and management scenarios. A full description of WMFire can be found at Kennedy et al. (2017), here we give a brief overview. RHESSys calls WMFire once each month, sending pixel-defined values for litter loading, relative moisture deficit (calculated from the ratio of actual evapotranspiration (ET) to potential evapotranspiration (PET); 1-ET/PET), and the digital elevation model. WMFire draws a random number of ignitions from a Poisson distribution, and random ignition pixel is located uniformly on the grid for each ignition. The ignition starts a fire according to a probability determined by the litter load and relative deficit of the ignition pixel. If the fire start is successful, fire spread proceeds iteratively by testing the neighbors of newly ignited cells against a probability of spread, calculated from the litter load and relative deficit of the neighboring pixel, and the slope and wind direction between the newly burned cell and its neighbor, relative to the direction of spread. Fire spread continues until either all tests of spread fail, or the fire spans the grid. WMFire returns to RHESSys the grid with the
probability of spread associated with any burned pixels. RHESSys interprets this grid to implement any fire effects on the burned pixels.

To characterize the expected variability in model outputs \( Y_k \) given the stochastic contribution of WMFire to RHESSys, we run WMFire in uni-directional coupling with RHESSys. This saves computation time, where WMFire receives inputs from RHESSys, but does not modify RHESSys dynamics (as in Kennedy et al. 2017). For this example modeling study we choose the Santa Fe watershed located in New Mexico, USA, with a mean ignition rate of 2/month (see Kennedy et al. 2017 for a description of the watershed and simulation structure).

2.2. Model scenario description

To illustrate how this framework can inform model application, two model scenarios are designed. The goal would be to determine if, for each scenario, model predictions change from the baseline historical condition of Kennedy et al. (2017). The first scenario is an increase of 10% in fuel loading across the landscape all years in the simulation; the second scenario is a 10% decrease in evapotranspiration across the landscape all years in the simulation (representing increased dryness). Next we give an overview of the framework illustrated in Figure 1.

2.3. Framework to determine the number of Monte Carlo Replicates

2.3.1. Define independent model replicate

In order to use standard statistical principles of experimental design, we need to identify a single independent model replicate. For example, in a time series of simulated fire spread in a fully coupled WMFire-RHESSys modeling system, the fire hazard in a given year depends on the past history of fire occurrence. Therefore each simulated year is not independent of other years in the same time series. However, a full time series of fire occurrence would be independent of replicate full time series. In the case of the Santa Fe watershed, WMFire is run
from historical climate spanning the years 1941-2008. Each replicate time series repeats the
conditions in this timeframe. Therefore we consider an independent model replicate to be a
single WMFire time series of fire occurrence. Independent model outputs are then individual
summaries of each replicate time series.

2.3. Identify model outputs of interest

Model outputs of interest to characterize fire regimes include measures of fire size, the
time between fires, and the seasonality of wildfire. The mean annual area burned (\( \bar{A} \), ha yr\(^{-1} \))
measures, for a single time series, the mean area burned in the watershed per year. The natural
fire rotation represents the time it takes to burn an entire watershed of a given size, as the
landscape area divided by mean annual area burned (nfr, years). The mean fire return interval is
the mean number of years between successive fires at least 100 ha in size (\( \mu_{\text{fri}} \), years).
Seasonality is represented by the probability June is the month with the most fires in a time
series. This probability is estimated by the proportion of Monte Carlo replicate time series for
which the most fires in the time series occur in June (\( p_{\text{June}} \)). For these model outputs we consider
both estimation of mean model predictions, as well as inference in the comparison of model
predictions among model scenarios.

Estimation is the practice of providing the best estimate of the model output (\( Y_k \)), either
as a point estimate (e.g., the mean value \( \bar{Y}_k \)), or as an interval estimate at some level of
confidence (1-\( \alpha \)). The width or precision of this confidence interval is determined by the
population variability (standard deviation, \( \sigma \)) and the sample size (N), where all else being equal
a larger sample size gives a narrower confidence interval.

In general, inference is the process of rejecting or failing to reject statistical hypotheses
(e.g., \( \mu_1 = \mu_2 \)). For a given population variability, sample size for the case of inference
determines our power (1-\(\beta\)) to determine statistically a particular effect size (change in estimated value; \(\delta^*\)). For a given power, a larger sample size means we can detect a smaller effect size.

2.3.3. Conduct pilot study to estimate model variability

A common pre-requisite to determine sample size requirements for both inference and estimation is to obtain a value for the population standard deviation (\(\sigma\)), which quantifies the variability in the population. In empirical ecological studies this is often estimated using a pilot study, or from previous measurements in similar systems. For stochastic ecological models this can be accomplished in the process of model development and assessment, or in preparation to use an existing model for a new study. As much as parameter estimation and sensitivity analysis are standard practices for model development, so should be exploratory analysis of the distribution of model outputs with Monte Carlo replicate simulations of a stochastic model.

When a model is deemed adequate for application, estimates of model output variability should be included along with parameter estimates and associated uncertainty. For example, a prediction of mean annual burned of 188 ha yr\(^{-1}\) is interpreted differently if the standard deviation 52 ha yr\(^{-1}\) v. 5 ha yr\(^{-1}\). Information about the variability in the model outputs can then be used to determine appropriate number of simulations for the application of a stochastic ecological model in a more complex factorial design. Ideally the pilot study would be completed in the process of model development, but if it hasn’t been conducted then an individual model user should perform their own pilot study.

For the WMFire pilot study 10,000 Monte Carlo replicate simulations were performed at the baseline historical condition of Kennedy et al. (2017) (see Appendix B for details of pilot study), with the model outputs calculated for each replicate simulation. Table 1 gives the mean,
standard deviation, and coefficient of variation for each WMFire model output across 10,000 pilot study replicates.

2.3.4. Choose margin of error and/or detectable effect size

Byrne (2013) outlines a strategy for sample size determination for stochastic cognitive models that is based on principles of confidence interval estimation (see also Driels and Shin 2004), which we adapt here. The margin of error (E) can be interpreted as the maximum likely distance between a sample mean and the population mean with some level of confidence (1-α).

The total width of a confidence interval around the mean value is 2E. A narrower confidence interval may be considered more precise. Byrne (2013) shows that for the purpose of sample size determination, if the coefficient of variation is known then the margin of error can be standardized to estimating the population mean value within some proportion (w) of its true value, without knowing the population mean value. For example, the desired precision might be w=0.1, that is that the sample mean value is within 10% of the population mean value. For WMFire we consider estimation within 10% (w=0.10) and 5% (w=0.05) of the population mean value.

For inference we are interested in the minimum detectable effect (δ*), the minimum difference in mean predicted value between some baseline scenario and a treatment scenario that is considered to be ecologically significant. Consider a simple 2-sample design, where the stochastic simulation model is used to determine whether the population mean model output (μ, estimated by \( \bar{Y} \)) is predicted to change between a baseline simulation (control C; \( \mu_C \) estimated by \( \bar{Y}_C \)) and a treatment scenario (treatment T; \( \mu_T \) estimated by \( \bar{Y}_T \)). The null hypothesis is H0: \( \mu_C = \mu_T \). and \( \delta^* \) is the minimum difference between population means (\( |\mu_C - \mu_T| \)) that we are interested in detecting. For the WMFire example, we assume a minimum detectable effect of 20 ha yr\(^{-1}\), 5
years, 0.5 years, and 0.10 for mean annual area burned, natural fire rotation, fire return interval, and the probability that in a time series the most fires occur in June, respectively.

2.3.5a. Number of replicate simulations for estimation

There are two main requirements to use simple statistical methods to determine the number of Monte Carlo replicates. The first is that the replicate Monte Carlo simulations represent a random sample, which can be ensured by a quality random number generator. The second is that the model outputs for each Monte Carlo replicate are independent and identically distributed. This requires the modeler to choose carefully model outputs that meet the requirements (as in choosing measurements that meet these requirements in an empirical study design; see 1, above). The sampling distribution of the estimator must also be determined. In the case of the mean model output, with sufficient replicates we can use the central limit theorem and the normal distribution. That is the approach taken here.

To determine the number of Monte Carlo replicate simulations required to achieve the stated margins of error (within 10% or 5% of the population mean value), we assume through the central limit theorem that the sample mean follows a normal distribution. If your sample size is small, then this assumption may not be valid. Given a standard normal distribution and a specified level of confidence, then the standard normal critical value can be identified ($z_{\alpha/2}$; e.g., for $\alpha = 0.05$, $z_{0.025}$ is 1.96). Using the results of the pilot study, we can estimate the coefficient of variation ($CV$) as $\sigma/\mu$ for each of our model outputs. Let $w$ be the proportion of the population mean value we are interested in estimating within, then the sample size $N$ can be determined as (Byrne 2013; see Appendix C for derivation):

$$N \geq \left(\frac{2\alpha/2}{w CV}\right)^2$$  \hspace{1cm} (1)
We use this relationship to determine sample size requirements to achieve a margin of error at a given proportion of the mean size (Byrne, 2013), with varying values of the CV (Figure 2a).

Alternatively, for a given CV we can calculate the sample size required to achieve distances of varying proportion from the true mean value (Figure 2b):

\[ w \geq \frac{z_{\alpha/2} CV}{\sqrt{N}} \]  

(2)

Supplement S1 gives example scripts for the R statistical program (R Core Team, 2017) to determine sample sizes for estimation. Note that Byrne (2013) also provides web-based utilities to calculate sample size requirements (http://chil.rice.edu/research/nomr/, last accessed Dec 17, 2018).

If the model prediction is a proportion, the calculation is somewhat easier to standardize. Here we define E as the maximum likely distance between the population proportion (π) and the sample proportion (p). We know that the standard deviation of the proportion is π(1-π) and the sample size is calculated as:

\[ N \geq \left( \frac{z_{\alpha/2} \sqrt{\pi(1-\pi)}}{E} \right)^2 \]  

(3)

If π is known, then the standard deviation is known. A conservative approach is to assume π = 0.5, which maximizes the standard deviation for the proportion. Note that this may result in an overestimation of required sample size, as the sample size required to estimate a lower or higher population proportion would be smaller. If there is good prior information for the value of the population proportion then that can be used to determine a reasonable sample size. For example, assuming a proportion of 0.5 results in a sample size requirement of 97 for estimation (with E =0.1). If we assume the proportion to be 0.79, then the required sample size would drop to 64.

2.3.5b. Number of replicate simulations for scenario comparisons (inference)
To determine minimum sample size requirements for scenario comparison we need to specify the significance level (\(\alpha\)), the desired power (1-\(\beta\); the probability of detecting a true effect if one exists), the desired effect size (\(\delta^*\) or \(|\mu_C - \mu_T|\)), and the standard deviation of the output of interest (\(\sigma\)). For 2 samples (2-sided) and where N is small (and assuming we don’t know the population standard deviation), we use the t-distribution rather than the standard normal distribution. The sample size in this scenario can be determined as:

\[
N \geq 2 \left[ \frac{\sigma}{\delta^*} \left( t_{\alpha/2,2(N-1)} + t_{\beta(1),2(N-1)} \right) \right]^2
\]  

(4)

where N is the number of Monte Carlo replicates for each scenario, and 2(N-1) are the degrees of freedom associated with the t-distribution for 2-samples. \(t_{\alpha/2}\) is the two-sided t-critical value at significant level \(\alpha\), and \(t_{\beta(1)}\) is the one-sided t-critical value for power 1-\(\beta\) (where \(\beta = 1 - \text{power}\)). Note that the sample size is on both sides of the equation, requiring an iterative procedure (Zar, 2010). The R statistical program (R Core Team, 2017) has a built-in function that performs the calculation for the 2-sample t-test and proportion test (Supplement S2). We can then determine the sample size required to detect a given effect size with various values of \(\sigma\) (Figure 2c). For a given sample size (N), we rearrange equation 6 to solve for \(\delta^*\):

\[
\delta^* = \frac{\sigma}{\sqrt{N}} \left( t_{\alpha/2,2(N-1)} + t_{\beta(1),2(N-1)} \right)
\]  

(5)

Figure 2d gives, for a given value of \(\sigma\), the sample size required to detect increasing effects. Table 1 gives the sample size required to meet each margin of error and effect size value for WMFire. For example, if we want to detect if our 10% increase in fuel loading changes mean annual area burned at least by 20 ha yr\(^{-1}\), we should conduct at least 144 Monte Carlo replicates. If we are interested in smaller changes in mean annual area burned we would have to increase the number of Monte Carlo replicates.

2.3.6. Perform simulation study
For our WMFire simulation example we have designed two scenarios (increase fuel load 10%, decrease evapotranspiration 10%), which we will compare to our baseline condition. Note that we perform this analysis as a factorial design, simulating both the baseline condition and each of the scenarios with the same number of Monte Carlo replicates. Assume that we are interested in detecting a change in mean annual area burned of at least 20 ha yr$^{-1}$, a change in natural fire rotation of at least 5 years, and a change in mean fire return interval of at least 0.5 years. For each scenario we are also interested in estimating the probability the most fires in a time series occur in June within 0.1 of the true probability (rather than detecting a change). From Table 1 we see that sample size requirements differ for each target output, with the largest sample size for estimating natural fire rotation (associated with the largest coefficient of variation). We therefore choose 157 Monte Carlo replicates for all scenarios. Note that if the objective of the simulation study were to detect a change in the probability that June is the most common month for fire occurrence, then we would require 401 replicate simulations.

With a 10% increase in fuel loading, WMFire predicts mean annual area burned in the Santa Fe watershed of 303.3 ha yr$^{-1}$, a natural fire rotation of 25.1 years, a mean fire return interval of 4.1 years, and probability of 0.91 that June has the most fires that occur in a time series (Table 2). With a 10% decrease in evapotranspiration (corresponding to an increase in relative water deficit, or drier fuels), WMFire predicts mean annual area burned in the Santa Fe watershed of 256.8 ha yr$^{-1}$, a natural fire rotation of 28.8 years, a mean fire return interval of 3.9 years, and probability of 0.764 that June has the most fires that occur in a time series (Table 2). Figure 3 gives boxplots of each model prediction for each model scenario.

3. Discussion
How many replicate simulations should I conduct? There is no single numerical answer to this question (Figure 1; Table 1). As with empirical study design, design of experiments using stochastic ecological models requires thoughtful consideration of desired precision of estimation or effect sizes for scenario analysis, in the context of the overarching modeling objectives, while considering the underlying variability in the model output and any computational limitations.

The basic principles of study design need to be included in the standard toolkit of stochastic model development and analysis. Large round numbers like 100 or 1000 are often accepted as sufficient (Fig. A1b), but this qualifies as arbitrarily large absent a quantitative analysis of the model variability.

3.1. More is not necessarily better

In general we have an instinct that more replicates is better. In the context of empirical ecological studies, this is often the case because we tend to exist in the realm of low statistical power. A sample size that is too small to detect meaningful effects is likely a waste of resources, with results that are difficult to interpret meaningfully. This is also true for simulations of stochastic ecological models. In the case of high computational burden, it is imperative to determine the number of replicates necessary to make meaningful comparisons and predictions.

As sample size goes to infinity, \( \delta^* \) goes to 0, such that minute effects may be detectable statistically that are not meaningful for the ecological system. We desire to identify the number of replicate Monte Carlo simulations that is able to detect statistically a meaningful change in the output of interest. Larger number of replicates may be able to detect statistical differences that are not meaningful, both wasting resources and possibly leading to inappropriate conclusions where statistical significance does not imply practical significance. This is a consideration in particular for stochastic ecological models that do not suffer from high computational burdens,
where a very large number of replicates is possible. This may lead the ecologist to the other extreme. Tiny effects that are not of practical significance may be detectable given a large number of Monte Carlo replicates. In this case, more is not necessarily better as the effect size itself would be of interest, not just detecting statistical differences (Steel et al., 2013).

When reporting the results of a simulation study using a stochastic ecological model, declaring that you have taken a large number of Monte Carlo replicates is meaningless absent consideration of the underlying variability in the model outputs of interest. The definition of a “large” number of simulations is relative to the variability in model outputs. There are scenarios where 100, or even 1000 replicate simulations may be inadequate (Figure 1, Byrne 2013), and some where 50 maybe sufficient. A quantitative analysis like that outlined here is required to justify choices of the number of Monte Carlo replicates.

Note also that even for an individual stochastic model, the number of simulations required will depend on the target model output (Table 1). If the modeling experiment involves multiple model outputs, the number of replicates may be chosen to meet the requirements of the most variable output. For example, in the WMFire case if all of the model outputs are results of interest, the number of replicates should be chosen for the natural fire rotation (nfr), as that is the most variable output (Table 1). If instead the priority of the modeling study is to detect a change in seasonality of wildfire (e.g., the probability that in a time series more fires occur in June than any other month), then a larger number of replicates may be required.

3.2. Interpretation of stochastic ecological model predictions

Basic statistical principles can also be applied to the interpretation of stochastic ecological model predictions, and it is important to avoid common statistical pitfalls (Steel et al., 2013) in stochastic model study design. As with empirical studies, both mean values and
standard deviations should be presented with stochastic model predictions (e.g., Table 2). The pilot simulation study needed to determine the number of replicates is not sufficient for a model application under a factorial design. It is possible that the coefficient of variation does not scale with the model predictions, and it may increase or decrease depending on the scenario (Table 2). The distributions of predictions should be visualized (e.g., with boxplots; Fig. 3) to compare scenarios, and confidence intervals for the model replicates should be reported. Effect sizes should be reported (Lorscheid et al., 2012), with accompanying statistical interpretation.

In the case of the example WMFire scenarios presented here, an appropriate conclusion would be that the model predicts an increase of 115.9 ha yr\(^{-1}\) annual area burned with a 10% increase in fuel loading (Table 2; Fig. 3). This value is both statistically significant given the standard error in the model estimate, and of practical significance relative to the minimum detectable effect of 20 ha yr\(^{-1}\). Note also that we can construct an interval estimate for the population mean model prediction of (291.0, 315.6 ha yr\(^{-1}\)) for mean annual area burned with a 10% increase in fuel loading.

An example of an inappropriate conclusion in the example WMFire scenario analysis would be that the model predicts a change in the seasonality of fire with a decrease of 10% in evapotranspiration (represented by an estimated decrease in the probability that, in a time series, more fire occur in June than any other month; Table 2, Fig. 3). Although the point estimate of the probability the most fires in a time series occur in June is lower with a 10% decrease in evapotranspiration, that change is not of statistical significance with 157 replicate simulations. It is also not of practical significance if the goal is to detect a change in the proportion of at least 0.1 (Table 1). Since we did not choose the number of replicates to detect a change in seasonality, our interpretations are limited. In contrast, if we had instead used 2000 Monte Carlo replicates
with the same results, then we could have concluded that the change in seasonality was statistically significant. In this case such a simple interpretation would be misleading because while the change is statistically significant, the effect size is so small as to be of questionable ecological significance.

3.3. Considerations

The simulation pilot study (Appendix B) is an up-front computational investment used to estimate the variability in model outputs, either made in the process of model development or in simulation study design. The pilot study does not necessarily provide the true value of $\sigma$, or a value for the coefficient of variation that is robust across all possible applicable model domains. As with a pilot study in empirical study design, the goal is rather to provide a best guess to the variability and to inform the design of more complex modeling experiments with higher computational burden (e.g., a 2x3 factorial design of model scenarios, with 2 management actions and 3 temperature changes). It is possible, particularly in a scenario analysis, that the CV for a model output may be sensitive to the scenario conditions (Table 2). This is why, as in an empirical study, it is important to include estimates of the variability realized in the simulation study across modeling scenarios.

3.4. Conclusions

The guidelines presented here are not meant to be exhaustive of all model applications, but rather to establish a framework, or a set of principles, to motivate quantitative consideration of the number of Monte Carlo replicates. These guidelines can supplant the \textit{ad hoc} approach that seems prevalent in the current literature (Appendix A), and help to set a standard for the application and interpretation of stochastic ecological models. The expected variability in important stochastic ecological model outputs is an important component of stochastic model
development, and should become part of the model domain and documentation. These estimates should be updated as the model is modified and adapted for different applications.
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Table 1: Summary statistics and sample size requirements for WMFire model predictions. μ and σ give the mean and standard deviation for 10000 Monte Carlo replicate baseline simulations. CV is the coefficient of variation (σ/μ), NE gives the sample size (per model scenario) required to estimate the mean value within 10% or 5%, δ is an effect size considered to be of practical significance for each output, and Nδ is the number of replicates required to be able to detect that effect with 90% power. All calculations assume α = 0.05. $\bar{A}$ is the mean annual area burned per year, nfr is the natural fire rotation, $\mu_{fri}$ is the mean fire return interval between fires of at least 100 ha (years), and $p_{June}$ is the probability that June is the month with the most fires in a time series. For the proportion estimate the margin of error (0.1 or 0.05 * μ) is simply the proportion (0.1 or 0.05). Here we assume p=0.5 for a conservative estimate of the required sample size for estimation, regardless of the point estimate.

<table>
<thead>
<tr>
<th></th>
<th>$\bar{A}$ (ha yr$^{-1}$)</th>
<th>nfr (years)</th>
<th>$\mu_{fri}$ (years)</th>
<th>$p_{June}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>188.4</td>
<td>40.6</td>
<td>5.2</td>
<td>0.792</td>
</tr>
<tr>
<td>σ</td>
<td>52.2</td>
<td>13.6</td>
<td>1.3</td>
<td>NA</td>
</tr>
<tr>
<td>CV</td>
<td>0.28</td>
<td>0.33</td>
<td>0.25</td>
<td>NA</td>
</tr>
<tr>
<td>$0.1\mu$</td>
<td>18.8</td>
<td>4.1</td>
<td>0.52</td>
<td>0.1</td>
</tr>
<tr>
<td>NE</td>
<td>31</td>
<td>42</td>
<td>25</td>
<td>97</td>
</tr>
<tr>
<td>$0.05\mu$</td>
<td>9.4</td>
<td>2.0</td>
<td>0.026</td>
<td>0.05</td>
</tr>
<tr>
<td>NE</td>
<td>121</td>
<td>168</td>
<td>97</td>
<td>385</td>
</tr>
<tr>
<td>$\delta$</td>
<td>20</td>
<td>5</td>
<td>0.5</td>
<td>0.10</td>
</tr>
<tr>
<td>Nδ</td>
<td>144</td>
<td>157</td>
<td>144</td>
<td>401</td>
</tr>
</tbody>
</table>
Table 2. Summary statistics for WMFire predictions for each of the three scenarios, as well as at baseline conditions with N = 157 Monte Carlo replicates. Scenario 1 is a 10% increase in fuel load, scenario 2 is a 10% decrease in evapotranspiration (an increase in relative deficit). Mean WMFire predicted values across 157 replicate simulations (standard deviation in parentheses).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\bar{A}$ (ha yr$^{-1}$)</th>
<th>nfr (years)</th>
<th>$\mu_{fr}$ (years)</th>
<th>$P_{June}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (N=157)</td>
<td>187.4 (55.3)</td>
<td>41.3 (15.1)</td>
<td>5.3 (1.3)</td>
<td>0.783</td>
</tr>
<tr>
<td>S1</td>
<td>303.3 (78.7)</td>
<td>25.1 (8.5)</td>
<td>4.1 (0.75)</td>
<td>0.911</td>
</tr>
<tr>
<td>S2</td>
<td>256.8 (59.4)</td>
<td>28.8 (7.0)</td>
<td>3.9 (0.74)</td>
<td>0.764</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. General framework for determining number of Monte Carlo replicates. Model development and assessment aggregates the many methods to develop ecological models. Once a model is deemed adequate, an independent model replicate should be defined (1), and iid (independent and identically distributed) model outputs identified (2). A pilot study of some baseline condition is performed to estimate the standard deviation ($\sigma$) and the coefficient of variation (3; Appendix B). The results of the pilot study should be included in model documentation and a repository of all model outputs generated by the pilot study maintained (to prevent future computational effort). Choose a desired margin of error (E) and/or a detectable effect size ($\delta$) in the context of the study (4), and calculate sample size (5). If the number of replicates is computationally feasible, perform study (6). If not, determine what is feasible and calculate the expected margin of error and/or detectable effect size, and judge whether the results will be meaningful. If they are, perform study. For study results, report simulation study confidence intervals and/or effect sizes (6).

Figure 2. (a) Number of Monte Carlo replicates required to achieve a margin of error with different proportion of the mean value ($w$) for increasing coefficients of variation (CV). (b) for a given CV (0.25), number of replicates required to achieve a margin of error with increasing proportion of the mean value ($w$). (c) Number of Monte Carlo replicates required to achieve different effect sizes with increasing standard deviation (example taken from nfr from Table 1). (d) Number of Monte Carlo replicates required to detect increasing effect sizes ($\delta^*$) with 90% power, assuming $\sigma = 14$ years.

Figure 3. Boxplot of model predictions across 157 replicate simulations comparing baseline distribution to each model scenario for a) mean annual area burned; b) natural fire rotation; and
c) mean fire return interval. B is baseline, S1 is a 10% increase in fuel load compared to baseline, and S2 is a 10% decrease in evapotranspiration compared to baseline.